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1. Introduction 

A major component in the evolution of language is the evolution of the human 

language capacity, whatever biological endowments humans have that make us 

language-ready. But the language capacity is not well understood and is difficult 

to study directly. Clues may come from biases displayed by humans in language 

acquisition and language change. Even weak underlying biases can lead to strong 

patterns in the resulting languages (Smith, 2011). Biases can be studied at the 

individual level in learning experiments (e.g. Culbertson, 2012, Tamariz et al., 

2014), but they can also be inferred at the macro level from patterns in the features 

of natural languages (e.g. Dediu & Ladd, 2007). Biases can be seen either in the 

synchronic patterns of language features today, or in the diachronic patterns of 

transition probabilities between features as languages culturally evolve (e.g. Dunn 

et al, 2011). 

Patterns that reveal biases may be found in any aspect of language, e.g. syntax, 

morphology, phonology, or lexicon, and may be subtle enough to be discernible 

only in large samples of languages. This work is an exploratory study across the 

widest possible set of languages, combining typological, phonological, lexical 

and phylogenetic data on a significant fraction of the languages of the world, with 

the goal of mapping any biases that may be present. Both synchronic and 

diachronic patterns are studied, with the emphasis on the latter.   
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2. Data set 

The following data sources are used: 

• Phylogeny and geography: Ethnologue (Simons & Fennig 2017); 

~7,500 languages. 

• Phonological inventories: PHOIBLE (Moran & McCloy & Wright 

2014); ~1,800 languages. 

• Typology: WALS (Dryer & Haspelmath 2013); ~2,500 languages. 

• Lexicon (Swadesh lists): Rosetta Project Digital Language Archive 

(2009); ~1,300 languages. 

All four types of data are available for ~300 languages. At least three types are 

available for ~1,600 languages from 132 different stocks. In order to keep the data 

set as homogeneous as possible, each type of data has been imported from a single 

source only. Languages are identified between data sources by their ISO codes. 

 

3. Methods 

The language phylogeny from Ethnologue is taken as given in the analysis. For 

the synchronic analysis, the phylogeny is taken into account in the character 

statistics by down-weighting multiple “hits” in the same family, in order to control 

for phylogenetic bias and lineage-specific patterns. Geographic data is also 

available to control for areal effects. Cross-correlations between different types 

of characters are analysed for possible patterns. 

For the diachronic analysis, the phylogeny together with modern-day character 

data are used to infer both ancestral character states up the language tree for 

phonological and typological characters, and transitional probabilities between 

states (including the probability of characters appearing and disappearing), in a 

bootstrapping process.  

 

4. Some preliminary results 

Well-known typological patterns are reproduced. But correlations between 

features are observed that go beyond those normally discussed in typology, or 

those observed by Dunn et al (2011). Interestingly, there are also some modest 

cross-correlations between grammatical features and phonemes. For example, the 

presence of aspirated consonants and nasal vowels correlates with certain word-

order features, even after controlling for phylogeny. 

In the diachronic analysis, there are hints of patterns beyond the obvious one that 

transition probabilities into common features are larger, but much work remains 

to be done in the interpretation of these patterns. 
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